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Regularity of (0, 2) Interpolation*
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In this paper some characterizations of the regularity of (0, 2) interpolation are
given. ,~t! 1993 Academic Press, Inc.

I. INTRODUCTION AND RESULT

Let us consider a triangular matrix A of nodes

( 1)

for n = 2, 3, .... Let Y:, be the set of polynomials of degree at most n. The
problem of (0, 2) interpolation, which was initiated by Suninyi and Tunin
[2J, is, given a set of numbers Yk" and Y;" to determine a polynomial
D,,(x; A) E 21'2" _ 1 (if any) satisfying

k= 1,2, , n

k= 1,2, , n.
(2)

If for each n this problem has a unique solution for arbitrary sets of
numbers J'k" and Y;", then the set of nodes (l) is said to be regular and
D,,(x; A) can be uniquely written as

"
D,,(x; A) = L [Yk"rk"(x; A) +Y;"Pk"(X; A)J,

k~l

(3)

k, j = 1, 2, ..., n (4)
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k,j= 1, 2, ..., n. (5)

One may ask: Do there exist n points with the property (1) for which
all fundamental functions pdx) of the second kind exist, but not all
fundamental functions rdx) of the first kind? Hwang [1] answers this
question in an affirmative sense as follows.

THEOREM A. For n = 4, there are four points {xj }, j = 1, 2, 3, 4,
satisfying (l) such that all Pj (x) exist, hut not all rj (x).

We find that this result is not true. Indeed, we see from the last
paragraph of his paper that in order to complete the proof of the theorem
he should choose the constant c. But he did not do it. Moreover, he could
not do it, because, conversely, we can give an answer to this question in a
negative sense for every n;': 2. That answer is the following

THEOREM. Let n ~ 2 be fixed. Then the following statements are
equivalent:

(a) The set of nodes (1) is regular.

(b) The matrix

is nonsingular, where

(6)

k= 1,2, ..., n (7)

and lk's are the fundamental functions of Lagrange interpolation.

(c) There is one index k, 1~k~n, such that rdx)E~n_l ~vith the
properties (4) exists uniquely.

(d) There is one index k, 1~ k ~ n, such that pdx) E ~n _ I with the
properties (5) exists uniquely.

(e) There exists a set ofpolynomials rk(x)E~n-l' k= 1,2, ..., n, l'.'ith
the properties (4).

(f) There exists a set ofpolynomials Pk(X) E ~n I' k = 1, 2, ..., n, with
the properties (5).

Remark. Tunin in [3] distinguishes "very good" matrices from "good"
matrices: A matrix A is called "very good" if for every n ~ 2, the set (I) is
regular; and a matrix A is "good" if for every n ~ 2, there exists at least one
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set of polynomials,k, Pk E 9I'2n _ I' k = 1, 2, ... , n, with the properties (4) and
(5), respectively. Now, according to our theorem, a "good" matrix must be
"very good."

2. PROOF OF THEOREM

The proof is accomplished by the implications (a)=(c)=(b)=(a),
(a)=(d)=(b)=(a), (a)¢>(e), and (a)¢> (f). It is easy to see that
(a) = (c), (d), (e), and (f), respectively.

First we introduce the fundamental functions A k, Bk E 9I'2n _ I of the first
and the second kind for (0, 1) interpolation (they always exist):

and

A~(Xj)=O, k, j = 1, 2, 00" n

k,j=I,2,oo.,n.

(8)

(9)

We have the following well-known facts:

(I) The Bk's are of the form (7).

(II) If P E ~n . I' then P can be uniquely written as

n

P(x) = L [P(xJ Aj(x) + r(x;) B;(x)].
j~ 1

(10)

(c)=(b) If'k exists uniquely for some k, then 'k can be uniquely
written as

'k(X) = Adx) + :L '~(Xj) Bj(x).
;= 1

Since ,Z(xj)=O for j= 1, 2, 00" n,

(11 )

j=I,2,oo.,n. (12)
i=1

This system of equations has a unique solution if and only if the coefficient
matrix []In is nonsingular, as stated.

(d)=(b) If Pk exists uniquely for some k, then Pk can be uniquely
written as

n

pdx) = L p~(x;) B;(x)
i~ I

(13 )
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n

L p~(xi)B;'(Xj)=Okj'
;=1

j= 1, 2, ..., n (14 )

has a unique solution, which is equivalent to the nonsingularity of &In.

(b) =:- (a) If the matrix &In is nonsingular, then the system of
equations

n

L aikB;'(Xj ) = -A~(xj)'
i= 1

has a unique solution alb a2k, ..., ank. Thus

j= 1,2, ..., n ( 15)

n

rdx) = Adx) + L a;kB;(x)
i= J

(16 )

is a unique polynomial in fY}2n-. satisfying (4).
Similarly, if the matrix &In is nonsingular, then the system of equations

n

L b;k B;'(xj ) = 0kj,
i= 1

j= 1, 2, ..., n ( 17)

has a unique solution bIb b2k , ..., bnk . Thus
n

pdx) = L b;kB;(X)
;= 1

(18 )

is a unique polynomial in f!'2n _ I satisfying (5).
Then for arbitrary sets of numbers Yk and Y~ there exists a umque

polynomial Dn(x; A)EfY}2n_1 with the form (3), which satisfies (2).

(e) =:- (a) Assume that rdx) satisfies (4) for k = 1, 2, ..., n. Then both
(11) and (12) hold for k = 1, 2, ..., n.

On the other hand, putting P = x m for m = 2, 3, ..., n + 1 in (10) we have
n

x ffl = L [x;"A;(x)+mx;,,-IB;(x)],
i= 1

m = 2, 3, ..., n + 1. (19)

Differentiating twice and putting x = x j for j = 1, 2, ... , n by (12) yield
n

m(m - 1) x;- 2 = L [x;"A;'(xJ + mx;"- I B;'(xJ]
i= J

n n

= L x;A~(xj)+m L x;,,-IB;'(xJ
k~1 i~1

n [n ] n
= k~1 x; - i~1 r~(xi)B;'(xj) +m i~1 x;,,-IB;'(xj )

= itt [mx;,,-I- kt x;r~(Xi)J B;'(xj ).
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I n [ n ]m - 2 ~ m - 1 '" m' ( ) B"( )X j = ) L. mx; - L. X k rk X; i X j ,
m(m-l i~l k~1

j = I, 2, ... n, m = 2, 3, ..., n + 1.

This shows that for every m = 2, 3, ... , n + I the vector [x7'- 2, X;' - 2, ... , x;;'- 2]
of n space (]In belongs to the linear span of the set

But, as we know, the n vectors [x7' - 2, X;' - 2, ..., X;;' - 2], m = 2, 3, ..., n + I,
are linear independent, since the determinant of the matrix consisting of
these vectors, known as Vandermonde's determinant, is nonzero. Therefore
the matrix flJn must be nonsingular.

(f)=(a) Assume that pdx) satisfies (5) for k= 1,2, ..., n. Then both
(13) and (14) hold for k = 1,2, ..., n. This shows that for every k = I, 2, ..., n
the vector [(j k I' (jk2, ... , (j kn] of n space (]In belongs to the linear span of the
set

which implies that the matrix flJn is nonsingular.

This completes the proof.
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